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Solution of a Heat Conduction Parameter Estimation Problem
Using The Adjoint Method(-25 Aug. 1994)

As interpreted and modified by J.V. Beck, MSU (oct. 1994)
and "revisited" by Y.C.Jarny, ISITEM (Dec.1994)

The parameter estimation problem in transient heat conduction for esti mating constant

thermal conductivity is considered using the adjoint method. The problem can be
mathematically stated as

AL P
& a
or
~k—  =q()
et (1-4)
L2
d\‘fx:l_

I'(x0)=17)(x)0<x< L

where the thermal conductivity k£ and the volumetric heat capacity ¢ are unknowns. There is
some excess information of transient temperature measurements at locations X)2Xg,e s Xy )

these measured temperatures over the time interval (0,1, )are denoted Y,(1),Y,(1),.... Y, (1).

Additive measurement errors are assumed,
Y (n=T(x;,1)+&,() (5)
where ¢,(1) is a measurement error withe zero mean, constant variance and is uncorrelated.

For convenience, let £ be the vector

A‘ 1
= 6
B [ (7J (6)
let f3, be the nthiterate and f, the initial value of 8. Also we define a correction op,

ﬁm-l Zﬁ» +(5/Bn (7)

For the above problem of additive errors, a sum of squares function .J( £) can be minimized
to estimate

J(B)= Z\: L’ [70x,..8)- )"/({)]:u’l ®)
S

Now in order to have the minimizing sequence

'J(ﬂml ) < Kﬂn )a vn

the correction 88, is to be found using gradient methods. for example:

(SIBn = —pnv'j(ﬂu) (9
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where p, isa positive scalar and V.J(8,) is the gradient of J(8) and has components V.J,
and V.J. .The value of p, can be found using steepest descent as it is discussed at the end.
Conjugate gradient or other methods can be used.

In order to evaluate V.J/(,), we first introduce 7' the variation of temperature and &/ the
variation of ./(f)due to the correction §B,. These quantities also called differential, are
evaluated at S, and they are given respectively by

ST (x,1;8,) = lim 1(x,0; B, + uop,)—1(x,1; B, 0
u—-0 #
&J(p,)=lim J(B,+ udB,)-J(B,) w
e P

Then using the adjoint equation, this differential &/ will be put in the form of a scalar
product of two vectors:

aJ(B,)=(VI(B,).B,) (2
For the case of 2 constant parameters (k and (), this scalar product takes the standard form
L al al al
&/ =y —8Bf" = gk 5o 12b
(Br=Y 7 B == = (12b)

i=1 i

Letus denote 7, = 7(x,/; B, + udp,) the solution of eq.(1)-(4) evaluated at B, + HOB, ..

{(k+ 5/{)527;’ (C+ 5(')6?];‘ 0 L
e+ 1t —=(C )— 0<xx
e #5074
(k+ b‘k)a‘y;’ ()
—(+pok)—— =q

a o _ (13)
ar,
—H =0

d\‘ x=/.
L(x0)=T,(x)

Substracting eq.(1-4) from eq.(13) and dividing by z gives

SN, -T)/ 1T, =1/ > Z8
A’ [( M . ) /-l] —C 6‘1-( I ! lu] + _& 14 {l‘ +é‘("_ﬁ 0< X< L
- a k" a

G”\ v={) x=() (14)
da,-nip)
é\‘ r=/ B
L (x0)=0

)7
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Using the definition given by eq. (10), eq.(14) become:

3T aor &r ar '
k =C— +|-=5&k XC—|0<x<L
a a { a a} g
2 g |
2 1x=0 X ix=0 (15)
s, |
0:\‘ =L

or(x0)=0,0<x<L
Equations (15) are called sensitivity equations; notice that 57 is the sensitivity for both £ and
( being varied simuitaneously. But it is possible to consider the variation 87" for just one

parameter by taking the variation of the other parameter equal to zero.

Now we are able to calculate &/ according to the definition (12):

./(ﬂ,,+uc>‘ﬁ,,>—./<ﬁ,,>=ifo”[ro,,,ﬁwa/f,,) vof dr—Zj [1(x,.68,) - Ym] di

J(B, + 1o, J
, (B, +udp,)-J(B,) ZJ [ /#] [(, +7) “_2),[(,)}”
H =
A%
¢ 8/(B,)=-2 j{:' &'(.y,/;ﬁ,)@”’(—/)dt (16)
j=l1
where ¢}"() the residual is given by
¢ MO=Y (- T(x,68,) (7

¢

Notice that eq.(16) can also be written as

(B, = ’Zj féf(\ 6B, (0.8 (x —x, el (18)

The adjoint equation is now derived using the method of Lagrange multipliers. The
main idea of this method is based on the fact that the solution 7 of eq.(1)-(4) is dependent on
the parameter f, these equations can be considered as constraints for the optimization of the
criterion ./( /). So let us introduce the so-called Lagrangian multiplier w and the Lagrangian
associated to the criterion ./( ) and the constraints (1)-(4):

N Froar],
./\(;y,/,,B)—./(/)JrL j w(x. t)[l\—}——( = }J.\dz (19)

Integrations by parts , twice in space, once in time in the second term, give an equivalent form
of the Lagrangian:
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W[, oy W[ ar oy,
+f0 {sz k= T:’: _Ld’"fo [kr//z— —5\}_[}._ _ndr (20)

A

This result is valid for any function 7, especially in the particular case where I satisfies the
constraints given by eq.(1-4), let us denote 7'(f8) this particular function, then we have the

Lagrangian equal to the criterion

Ay, T(B).B)Y=J(B) 1)

And assuming that the multiplier y is fixed, the differential of A resulting of the variation
of I’and g isequal to the differential of J
SNy, T(B).BYy=36/(B)  (22)

The variation A due to arbitrary variations &7 and & can be evaluated following the
preceding rules, it comes from eq.(19) and (20)

(5A<,'z//,‘1',,8)=5/+j0”Lf‘&'[ 01‘”“ @ f/ vl

+j'-’[/u//ﬂ— i”&/} zz—j"[m, ﬁl——kﬁﬁ”a/} y
0 ;\ x=1, 0 K A x=0

4 X

(23)
] [~csty] L//+j [Cory] dr

t=(}

J_.[: j‘(:' 1//:5 '/1 0;; }/xdl

By putting the resulting differential &/ of eq.(18) in eq. (23 ) the first two terms of that
equation become

A 7.5)=[" j’ (57'[/c 52'/2’

N
, 0”—;// - ZZ eo(x—x, )}i\‘d[
o N

d\.
g 2L v A g L Y
+j“ [A(,// ol é”f} dt jn {W k= a/} _Od/
(@24)
j[ (sTy] L//+j [cory] di

+j(:’j(:‘y/[a7c o7 f; :l(./xu'/

In the particular case of our interest 7=7(), by using the properties of 8/(.x,s) given in the
sensitivity eq.(15), we get
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+J"[ } L{r j [ Sk —y — —g\w—&“Lodt+IOL[-Cé‘Ty/],I="ldf (25)

171
H{ﬁz 502 Ly

Now for convenience, let us ﬁxe the multiplier w as follows:

SA(W,T(,B),,B):L:"LLéT{ AL 5‘” -2Zea()v ,\)}lxdf

oﬁ// Sy
k= (,7 -7;eau—\)0<,\<1,
X .
1Z:9 ix=0 (26)
o,
173 lv=1

w(x.t,)=00<x</.

then the differential oA(w,7(B), B) reduces to the final following form

SNy, T(B), B) = j j Wm){ ol }/ df — j [éAT L)m 27)

using the fact that the parameters are constant, and using the property given by eq: (22), the
€q.(27) can be written in the desired form of the eq. (12)

(B =-& jj—.,/(wymn a}j j a"’ a bt on)

thus in conclusion of this part, the components of the gradient are related to adjoint variable
by

I" j[ —é—/—-g//( X, 4 edxdt

29)
_=_j’ff5"”07 et
0Jd0 A &

Since 7(x,7)and w(x,¢)are known, these components of the gradient can be evaluated. It

can be observed that the first component is equal to zero for steady state, and that the second
component is equal to zero without gradient of temperature in the body.

The direction for improving estimates of 4 and (" are known but the size of the step
needs to be found. In the method of steepest descent, we said eq.(9) that

OB =-pVI(p) (30)
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Then it is possible to choose the scalar p by considering the function ¢(p) (which changes
from iteration to iteration) and searching for the positive value p which mimimizes it

#(p)=J(B,~pVJ(B,)) B

The optimal p value satisfies the characteristic equation

dg(p)  _d(B,—pVI(B.)
dp ., dp pmp

=0 (32)

Note that the calculated temperature 7(x,7; 8, — pV.J(f3,)) is not linear with the parameter
B, —pVJ(B,). but linearization can be done around the solution 7'(x,/; 8,). Remember that
the sensitivity eq.(15) gives the resulting variation S7(x,7;,) in temperature due to a
variation 68 of the parameter. So let us denote &(x,r) the variation in temperature
calculated with a variation of the parameter equal to V.J(B,). it is calculated from the
adapted sensitivity equations:

/\’6?279=(f,'(7—9 + -V,jkf?_[’_*_vj(*i[_ O<x</
ax” a a2 A
)
—kﬁ =V.J, ar
0:1\: x=0) 0:\’,’ 0 (33)
»
C&:‘ lv={, ’

Ax0)=00<x<]
then we have the approximated new temperature
Ixp, =pN L) > 1w B,) = pBl,1) (34)

By putting this approximation in the function ¢(p) given by eq. (31), we get from the
definition of'eq.(8): '
N o o 2
#p)~ 3| (1B -p0e n-v0] e @)

}

i=1

~ The development of eq. (35) gives a quadratic form versus the variable ok

#(p)=~p° Z\; f(: [9(;“\- ,.,;»)]3(// -2 pi j:' [T(_\‘/ At )]g(.xj‘l y
AY J=1 Fie . (36)
+i£:/ []-(,\'/,/;/;’"')) _ ),'-i([;)]zd[

i=1

Take the derivative of @(p) with respect to p and set the expression equal to zero,

LAY R N P L N PU
o _zp;j“ [écx,.0] d:—zﬁ T B =1 n]ecs,.od 37
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Solving for p gives

N

> e, 8.0) - 0], odr

ﬁ = 0 i 1Y 2
> jo' [e(xj,z)] dt
J=l

=1

(38)

Now the solution of the Heat Conduction Parameter Estimation using the combination of the
Adjoint method and the steepest descent method, can be put in the form of the following
algorithm:

a.- Select the initial values £'° and C":n« 0

b-néen+l

c- Solve the direct problem given by egs. (1-4) to get7(x,c; B,), the residuals
(1), j=1,..N, eq. (17) and the criterion J(A,). eq.(8)

d.- Solve the adjoint problem given by eq.(26) to get w/(x,¢)and the components of the
gradient V./, ,V.J.. | eq.(29)

e.- Solve the sensitivity problem given by eq.(33) to get 8(x,/) and the optimal step p
eq.(38)

f.- Get an improved value of S eq.(8-9)
ﬂl'l-H = ﬂn _i)v'/(ﬂ")

g.- If the changes in the criterion (*)./(f) or the changes in the parameter A are not small,
goto step b, else ' o

h.- end of the algorithm.

(*) Another approach is to use the residual principle.
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